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The relationship between sensory sensitivity and reading perfor-
mance was examined to test the hypothesis that the orthographic
and phonological skills engaged in visual word recognition are
constrained by the ability to detect dynamic visual and auditory
events. A test battery using sensory psychophysics, psychometric
tests, and measures of component literacy skills was administered
to 32 unselected 10-year-old primary school children. The results
suggest that children’s sensitivity to both dynamic auditory and
visual stimuli are related to their literacy skills. Importantly, after
controlling for intelligence and overall reading ability, visual mo-
tion sensitivity explained independent variance in orthographic
skill but not phonological ability, and auditory FM sensitivity
covaried with phonological skill but not orthographic skill. These
results support the hypothesis that sensitivity at detecting dynamic
stimuli influences normal children’s reading skills. Vision and
audition separately may affect the ability to extract orthographic
and phonological information during reading.

Learning to read a language depends on acquiring an under-
standing of both its spoken properties (phonology) and its

written form (orthography). In alphabetic languages such as
English, printed characters (or graphemes) correspond to pho-
nemes, the smallest meaningful units of sound that amalgamate
to constitute spoken words. However, unlike other languages
such as Spanish or German where the relationship between
letters and sounds is relatively invariant, readers of English are
presented with the problem that most letter combinations can be
mapped to more than one phoneme. Phoneme identity in
English depends much more on the preceding and subsequent
letter context than in other alphabetic languages with more
regular grapheme-phoneme mappings (1). Grapheme-phoneme
correspondence rules are therefore useful in learning to read
unknown regular words such as ‘‘market,’’ but they do not
provide sufficient information for successfully decoding excep-
tion words like ‘‘quay.’’ Identification of exception words re-
quires orthographic coding skill, the ability to use and identify
familiar letter sequences with minimal aid from phonological
information (2, 3). Phonological processing may occur during
orthographic (de)coding, but the result of such processing is not
sufficient to determine the identity of a lexical string (3). Which
word features comprise orthographic information is inconsis-
tently applied in the literature, and no standardized measure of
orthographic coding skill yet exists. Orthographic information
could encompass any of a number of sources in visual word
recognition such as letter order or letter frequency in a given
position within a word (4), the perceived pronunciation of a
letter string (5), and the rules that constrain phonemic and
graphemic information within words (6). Therefore the grain
size of orthographic information can range from the single letter,
through syllables and onset-rimes (7), to whole word forms (for
review see ref. 8).

A large body of research has shown the importance of
phonological skill in learning to read (for review see ref. 9).
Competent phonological awareness, characterized by the ability
to switch attention from a word’s meaning to an analysis of its

acoustic characteristics (10), has been demonstrated experimen-
tally by using a number of paradigms that require word sound
identification andyor manipulation (11–13). Proficiency on such
tasks can reliably discriminate good from poor readers (14, 15)
and can predict the future literacy skill of prereaders (16).
Phonological representations in memory have been argued to
result either from a mechanism specific to higher-level linguistic
functions such as the categorical perception of speech segments
(17, 18) or from more basic auditory processing skills (19, 20)
such as those engaged when following the acoustic modulations
that are present in speech (21). In either case it is clear that the
accurate detection of the fine-grained distinctions characteristic
of phonemes in spoken language is important for the develop-
ment of proficient reading skills.

In addition to proficient phonological skills, orthographic
sensitivity is highly important to the acquisition of reading skills
(2, 22, 23). The strong correlation between measures of ortho-
graphic skill and reading ability remains after accounting for the
large amount of statistical covariance with phonological ability
and after removing variance attributable to individual differ-
ences in print exposure (2). Orthographic skill is therefore an
acknowledged source of independent variance in literacy skills
(2, 24). This observation has been largely confirmed by twin
studies (refs. 3 and 25, cf. ref. 12). Olson and colleagues showed
that significant variance in both phonological and orthographic
skill can be attributed to heritable factors, and that each of these
factors contributes independently to variability in word recog-
nition.

Studies of word recognition deficits in persons with specific
reading disabilities have been used as evidence for orthographic
and phonological coding as separable and independent processes
in word recognition (26, 27). Although most current develop-
mental and connectionist models of single-word reading propose
that orthographic and phonological processes rarely operate
autonomously (28–33), both routes are important for the devel-
opment of competent reading skills. Because the nature of the
letter sound mappings in English is inconsistent, most successful
methods for teaching reading have used training on both printed
letter and word sounds (i.e., both orthographic and phonological
coding) (16, 34–36).

In addition to their poor literacy skills, dyslexic readers have
been found to be less sensitive to dynamic sensory stimuli, both
auditory and visual (for review see refs. 37–40). Deficits for
detecting such rapidly presented or rapidly changing stimuli are
argued to play a direct role in dyslexic’s problems with word
decoding (19–21). Although this sensory hypothesis is still
controversial (17, 18), substantial empirical evidence suggests
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that insensitivity to the temporal auditory changes characteristic
of many phonemes is associated with their phonological prob-
lems (refs. 19–21 and 41, cf. ref. 42]. Similarly there is good
evidence that difficulties in detecting visual changes such as
coherent motion hinders the ability to extract letter position
information during the early stages of visual print analysis (43,
44). For example, poor visual motion sensitivity is associated
with reduced performance on a wordyanagram decision task
requiring the extraction of orthographic information about letter
position (43, 44). Temporal visual processing also has been
linked to nonword reading ability, a sensitive measure of pho-
nological skill (21, 45–47).

Our hypothesis is that sensitivity to dynamic visual and
auditory stimuli influences the development of literacy skills in
normal readers. We have focused on single-word decoding
measures because accessing the lexicon of visualyphonological
word forms while reading is the primary constraint on proficient
reading comprehension (for review see ref. 3). However, this
sensory processing hypothesis has been derived mainly from
experiments involving selected dyslexic and control groups
rather than unselected children who are learning to read. These
previous results therefore might apply only to selected adults and
not to the abilities of normal children. In this study therefore we
have tested whether visual and auditory transient sensitivity is a
useful predictor of reading and spelling ability in unselected
primary school children. In a class of 10-year-olds, just about to
leave primary school, we have compared sensitivity to simple
visual motion and auditory FM stimuli with reading and spelling,
phonological and orthographic decoding proficiency. If sensory
processing is important for the development of reading in
general across the normal range then it should covary with
reading skill. Furthermore, visual processing skills would be
predicted to covary most strongly with measures of orthographic
sensitivity, whereas auditory sensitivity would be most related to
phonological task performance.

Methods
Subjects. Our experimental protocol was administered in accor-
dance with the guidelines of the Declaration of Helsinki and had
local ethics committee approval. The subjects were 32 unselected
children, around the age of 10 years, who comprised all of the
students in a single, mainstream primary school classroom. None
of the children had any history of learning disability at the time
of testing. The entire battery of tests took approximately 11⁄4 hr
to complete. The group was equally divided between males and
females, and all of the participants were native English speakers.

Psychometric Assessments. The children’s cognitive, reading, and
spelling abilities were estimated by using standardized measures
of achievement from the British Abilities Scales (BAS) (48).
Cognitive measures sampled both verbal (similarities) and non-
verbal (matrices) performance as well as short-term verbal
memory (digit span). These measures comprise three of the four
subscales suggested for determining a child’s short form intel-
ligence quotient (48). BAS reading and spelling subscales were
used to assess literacy skill. Table 1 shows the average perfor-
mance of our sample on these measures.

In addition to standardized achievement tests, other tasks
were used to assess children’s orthographic and phonological
decoding skills, as follows.

The nonword and exception word naming tasks came from the
Castles and Coltheart battery (26). The tasks comprised 30 each
of irregularly spelled words (e.g., ‘‘colonel’’) and nonwords (e.g.,
‘‘tegwop’’). The latter are called nonwords because, although
they lack meaning, they can be pronounced by applying graph-
eme to phoneme correspondence rules. The children attempted
to name each word, which was presented visually to them in a list,

and were instructed to proceed as quickly as possible without
making errors. Percent correct for each list was recorded.

The Spoonerisms section of the Phonological Assessment
Battery (13) assesses children’s ability to manipulate phonemes
in words presented to them orally and therefore does not involve
any visual processing of print. It has three sections that contain
increasingly difficult phoneme elisions: simple phoneme dele-
tion and substitution (e.g., replace the first sound in ‘‘dog’’ with
‘‘l’’ to make ‘‘log’’); complex phoneme deletion and substitution
(e.g., replace the first sound in ‘‘lip’’ with the first sound in ‘‘pig’’
to make ‘‘pip’’); and Spoonerisms (e.g., swap the first sounds of
‘‘little, pup’’ to make ‘‘pittle, lup’’). Each child was given a
maximum of 3 min to complete each section of 10 items. Percent
of items correct was recorded.

The ability to discriminate real words from pseudohomo-
phones (e.g., ‘‘rain’’ vs. ‘‘rane’’) was used as a measure of
orthographic sensitivity (3, 49). This is considered a test of
orthographic skill because phonological analysis alone cannot
discriminate between the pseudohomophone and the real word
target. Eighty-eight wordypseudohomophone pairs were pre-
sented on a computer screen in 18-point Geneva font. The
children were instructed to view both words and decide which
one was spelled correctly, guessing when necessary. The stimulus
duration of each word pair was not restricted but the children
were told that each response was being timed, and therefore it
was important to proceed as quickly as possible without sacri-
ficing accuracy. Number correct and response time for the 80
targets, after eight practice trials, was recorded by computer.

Psychophysical Paradigms. Detection thresholds were measured
for 2 Hz and 240 Hz FM of a 1-kHz tonal carrier, by using a
standard two-interval, two-alternative forced-choice paradigm.
In both cases, the target interval contained sinusoidal FM;
defined in Eq. 1 and the other interval contained a pure tone as
defined by Eq. 2.

s1(t) 5 A sin [2pfct 1 b sin (2pfmt)], [1]

s2(t) 5 A sin (2pfct), [2]

where Sn(t) 5 the signal as a function of time, A 5 the intensity
of the signal, fc 5 frequency of the carrier (1 kHz in this study),
fm5 modulation rate, t 5 time, b 5 the modulation index (the
modulation depth expressed as the frequency deviation in Hz
divided by the modulation rate).

All sounds were generated with Tucker-Davis Technologies
(Gainesville, FL) System II equipment. Signals were generated
digitally and passed to 16-bit digital to analogue converters with
a sampling rate of 40 kHz. Stimuli were low-pass filtered at 15
kHz, attenuated, and presented through calibrated Sennheiser
HD40 headphones in a quiet room. Each of the two stimulus

Table 1. Averaged group performance for the psychometric
measures used in the study

Measure (units) Mean (SD)

Age (months) 118.4 (4.5)
BAS average (t-score) 51.9 (6.0)
BAS reading (t-score) 55.8 (10.6)
BAS spelling (t-score) 52.5 (7.5)
Exception word naming (% correct) 65.0 (15.8)
Nonword naming (% correct) 73.6 (20.2)
Spoonerisms (% correct) 62.3 (20.9)
Pseudohomophone identification (% correct) 82.6 (12.2)
2-Hz FM detection (mod. index) 4.4 (2.8)
240-Hz FM detection (mod. index) 4.1 (2.8)
Coherent motion detection (% coherence) 18.6 (10.0)
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intervals was 1,000 ms in duration and separated by a 500-ms
silent inter-stimulus interval. Sounds in each interval were gated
on and off with 20-ms Gaussian rise and fall times. Absolute
thresholds for a 1-kHz tone had been measured for all subjects
to ensure they had no hearing loss at this frequency. Sounds were
presented at a comfortable 60-dB hearing level. Subjects were
required to report verbally which interval, first or second,
contained the modulation. They were given feedback about their
performance on the computer screen. Before collection of data,
subjects were given a short period of practice, about five
supra-threshold trials. This procedure allowed the experimenter
to estimate the subject’s threshold, to set the appropriate range
of stimulus depths for the psychometric function, and to ensure
the child understood the experimental protocol. Ten trials were
performed at each of six stimulus depths, chosen to span the
subject’s threshold. The percentage of correct responses was
plotted against the stimulus depths, to produce a psychometric
function, which was fitted with a Weibull function (50). Detec-
tion threshold was taken to be the stimulus depth at which
subjects responded correctly on 75% of the trials.

The coherent motion stimuli were similar to those used in
other studies of children and infants (51). They comprised two
patches of 300 high luminance (80.6 cdym2), white dots (1 pixel),
presented on the dark background (0.98 cdym2) of a LCD laptop
computer display. Michelson contrast [(Lmax 2 Lmin)y(Lmax 1
Lmin)] between the luminance (L) of the dots and the back-
ground was held at a constant 97.6%. Binocular viewing was
conducted in a darkened room, illuminated only by the computer
display. All luminance measures were obtained with an OptiCal
digital photometer (Cambridge Research Systems, Cambridge,
U.K.). At the constant viewing distance of 57 cm, each patch
subtended 10 3 14° visual angle, separated horizontally by 5°.

The percentage of coherently moving dots (angular velocity 5
15.1°ysec) within a given software animation frame (50 ms) was
determined algorithmically and varied adaptively to the subject’s
detection threshold. This threshold was defined as the propor-
tion of dots required for the subject to detect reversing motion
in either the left or right panel. The coherent dots changed
direction every 1,000 ms throughout the 2,500-ms stimulus
interval. The noncoherent dots moved randomly between frames
in a Brownian manner. To eliminate the possibility of detecting
the direction of coherent motion by following the trajectory of
a single dot, each dot had a fixed lifetime of five animation
frames (250 ms) after which it would disappear before being
regenerated at a random place within the stimulus patch.
Percentage of coherent motion is corrected for a finite dot
lifetime of five frames. When all dots are moving coherently
during an animation frame, this is described as 80% coherence.

The children were asked to visually inspect each stimulus
patch carefully and report which patch contained coherent
motion by pointing with their finger. The experimenter recorded
these responses by pressing an appropriate key on the computer.
Coherent motion was varied to the subject’s motion detection
threshold by a 3-dB-up-1-dB-down, two alternative forced-
choice staircase procedure (52) with a constant starting value of
70% coherence. This value is well above the detection threshold
for even those with the poorest motion sensitivity. This staircase
procedure decreases the motion coherence by a factor of 1.122
(1 dB) for every correct response whereas incorrect responses
result in the coherence value being raised by a factor of 1.412 (3
dB), where dB is defined by Eq. 3.

dB 5 10*Log10(%)2 , [3]

where % 5 percent coherent dot motion.
Threshold estimates were determined by taking the geometric

average of the last 8 of 10 reversal points within a given series of
trials. Each series was repeated twice with the arithmetic mean
of these two estimates defined as the subject’s coherent motion
detection threshold.

There is an extensive literature showing that both good and
poor readers in the age range of our study can reliably complete
protocols of visual and auditory psychophysics [for review see
refs. 40 and 53]. Nevertheless we also monitored each child’s
performance to ensure that they understood the tests and could
complete them reliably by giving them practice trials at stimulus
values that were well above their detection threshold. For the
coherent motion task, each staircase was run twice. The corre-
lation between these threshold estimates was 0.71, indicating an
acceptable test-retest reliability. For both FM tasks, the equal
interval design included modulation rates that were set well
above the child’s threshold. Hence, each child was exposed to at
least one modulation rate at which she or he could respond at
100% correct over 10 stimulus presentations.

Results
Can Dynamic Sensory Sensitivity Predict Reading Skill? Kolmogorov-
Smirnov Z tests showed that the distribution of each of the
measured variables did not significantly differ from normal.
Pearson product moment correlations therefore were justified to
determine the nature of the relationship between the various
study measures (Table 2).

Children’s performance on the orthographic word-
pseudohomophone discrimination task was the strongest statis-
tical predictor of their literacy skills, as measured by single-word
reading and spelling. It alone could explain over 78% of the
variance in reading skill and over 63% of the variance in spelling

Table 2. Pearson product-moment correlations between study measures

MAT SIM DIG READ SPEL NON IRR SPO ORT MOT FM2

SIM 0.54**
DIG 0.23 0.24
READ 0.43* 0.44* 0.25
SPEL 0.41* 0.39* 0.35 0.79***
NON 0.48** 0.37* 0.45* 0.82*** 0.79***
IRR 0.32 0.39* 0.38* 0.83*** 0.67*** 0.71***
SPO 0.48** 0.38* 0.44* 0.69*** 0.71*** 0.83*** 0.63***
ORT 0.32 0.38* 0.34 0.88*** 0.80*** 0.76*** 0.86*** 0.61**
MOT 0.51** 0.40* 0.36* 0.31 0.49** 0.37* 0.40* 0.48** 0.48**
FM2 0.43* 0.45* 0.45* 0.67*** 0.70*** 0.80*** 0.69*** 0.70*** 0.66*** 0.39*
FM240 0.30 0.26 0.41* 0.49** 0.53** 0.59** 0.51** 0.55** 0.40* 0.30 0.43*

MAT, matrices; SIM, similarities; DIG, digit span; READ, reading; SPEL, spelling; NON, nonword reading; IRR, exception word reading; SPO, Spoonerisms
decoding; ORT, word-pseudohomophone discrimination; MOT, visual coherent motion sensitivity; FM2, 2-Hz auditory FM sensitivity; FM240, 240-Hz auditory FM
sensitivity. *, P # 0.05; **, P # 0.01, ***, P # 0.001.
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ability (see Table 2). The phonological nonword naming test
accounted for 5% of the remaining variance in reading and an
additional 8% of the variance in spelling after removing the
effects of word-pseudohomophone discrimination. Thus, when
combined, these two variables accounted for over 83% of the
variability in children’s reading [F(2,29) 5 74.6, P , 0.001] and
over 71% of the variance in children’s spelling [F(2,29) 5 36.1,
P , 0.001]. None of the other psychometric variables were
found to be significant predictors of reading or spelling after
the variance attributable to these two factors was removed.
Therefore, consistent with previous research, we have verified
the strong predictive power of orthographic and phonological
tests to predict literacy skill. We also replicated the finding
that, although there is substantial statistical covariation be-
tween the separate phonological and orthographic measures
(minimum r 5 0.61, Table 2), they are not entirely redundant
statistically (2, 3, 54). That is, both orthographic and phono-
logical tests account for unique variance in normal children’s
literacy skills.

The purpose of our study was to examine whether sensory
sensitivity, either auditory, visual, or both, can predict normal
children’s literacy skills. If they do, can these sensory skills be
related to particular aspects of word reading, namely phono-
logical and orthographic decoding of print? It is apparent that
that our sensory tasks were significant predictors of the
literacy skills of the children we studied (Table 2). Threshold
for 2-Hz FM was the strongest single predictor of both reading
(45%) and spelling (49%) skill. This finding rivals the predic-
tive power of the majority of the literacy skill measures we
administered. When the three measures of auditory and visual
sensory processing were entered together as predictors of
reading and spelling ability in hierarchical regression analyses,
they could account for over 51% of reading skill [F(3,28) 5 9.4,
P , 0.001] and over 59% of spelling skill [F(3,28) 5 13.5, P ,
0.001]. Sensitivity to 240-Hz FM predicted a small, but signif-
icant, proportion of independent variance in reading (5%) but
not spelling. Coherent motion detection accounted for addi-
tional independent variance in spelling (8%) but not reading,
and motion detection alone was a significant predictor (24%)
of spelling ability, but not reading skill (Table 2). These results
confirm previous findings demonstrating a moderate to strong
relationship between dynamic sensory processing and reading
skills (21). These findings also suggest that auditory and visual
processing may separately inf luence various literacy skills such
as single-word reading and spelling. Most importantly they
provide direct evidence for a relationship between sensory
processing skills and the literacy skills of normal children
rather than in selected dyslexic readers compared with con-
trols.

Does Sensory Processing Explain Independent Variance in Children’s
Literacy Skills? Our hypothesis is that the mechanism by which
sensory processing influences reading skill occurs in the early
stages of text processing; hence it should affect the ability to
extract orthographic and phonological information while read-
ing. Although this bottom-up hypothesis is difficult to test
directly, we can examine the relationship between sensory and
linguistic processing by removing top-down effects, such as
overall reading skill and intelligence. Such effects may obscure
important covariance between our sensory and lexical process-
ing measures. Reading ability was removed because the recip-
rocal nature of the causal relationship between reading and
phonological awareness (55, 56) may obscure the relationship
between our sensory and phonological processing measures.
Each of our component language tasks, with the exception of the
Spoonerisms measure, also involves the processing of print for
the successful completion of the task. Reading ability is strongly
related to print exposure (2, 25); hence removing the overall

effects of reading skill also may account for the variance it shares
with print exposure.

Similarly, individual differences in intelligence, including
short-term memory, may account for significant inter-subject
variability in psychophysical task performance (53) and tests of
phonological ability (57). Consistent with this evidence, our
data showed that children’s performance on a single BAS test
of cognitive ability could account for up to 23% of the
variation in the psychophysical tasks and also in the literacy
measures (Table 2). Variance attributable to overall reading
skill and intelligence was removed in regression analyses to
ensure that any predictive relationships among variables found
in subsequent analyses were not caused by intersubject differ-
ences in these measures.

Accounting for overall differences in intelligence and reading
skill serves a second purpose as it removes shared variance
between the orthographic and phonological performance mea-
sures. Coltheart and Leahy (54) have reported a high correlation
(r 5 0.69) between nonword reading and exception word reading
in a large sample of children. We found a similarly strong
correlation (r 5 0.71) between these measures (Table 2). One
explanation for this result is that a substantial proportion of the
variance common to each measure is accounted for by a third
factor such as reading ability, intelligence, or print exposure.
This prediction was confirmed when the effects of overall
reading skill and intelligence were removed; the highest inter-
correlation between any orthographic and phonological measure
dropped to 0.10, whereas the correlation between the two
orthographic measures (r 5 0.48) and between the two phono-
logical measures (r 5 0.58) remained strong.

Table 3 shows the partial correlation between our measures
when the variance attributable to reading ability and intelli-
gence was removed. Before this step the two measures of
orthographic processing (pseudohomophone detection and
irregular word reading) and phonological processing (nonword
reading and spoonerisms), which are highly correlated with
one another (Table 2), were scaled equally and combined by
linear principal components analysis (PCA). PCA provides a
method for optimally scaling two related variables. The first
principal component for each pair of tests was used as a unitary
measure of orthographic and phonological decoding skill,
respectively. Multiple regression analyses were used to test the
relationship between these scaled measures and sensitivity on
our sensory tasks. When 2-Hz FM, 240-Hz FM, the component
orthographic measure and coherent motion detection, were
entered as predictor variables of phonological processing, 2-Hz
FM could account for 24% of the variance. No other variable
accounted for significant additional variance. In contrast,
when the auditory measures, the component phonological
measure, and motion detection were entered as predictor
variables of orthographic skill, only motion detection ac-
counted for significant variance (20%). No other variable
made a significant contribution beyond that accounted for by

Table 3. Partial correlations between measures after removing
variance attributable to individual differences in intelligence and
reading skill

ORT PHO MOT FM2

PHO 0.08
MOT 0.45** 0.21
FM2 0.30 0.49** 0.09
FM240 0.08 0.34 0.09 0.07

ORT, principal component (PC) of irregular word reading and word-
pseudohomophone discrimination; PHO, PC of nonword reading and Spoo-
nerisms; MOT, FM2, and FM240 as in Table 2. **, P # 0.01.
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motion detection performance alone. Together these analyses
suggest that normal children’s orthographic and phonological
word decoding skills covary with their temporal sensitivity to
visual and auditory stimuli, respectively. Orthographic skill
covaried with coherent motion detection, which is a sensitive
measure of visual magnocellular function (58–60); whereas
phonological skill was predicted by 2-Hz FM (but not 240-Hz
FM) sensitivity.

Discussion
Among other possibilities, our results are consistent with the
hypothesis that sensitive visual magnocellular processing is
important for orthographic aspects of single-word reading.
The magnocellular retino-cortical pathway has been shown to
be important for visual search (61) and for the accurate letter
position encoding necessary for skilled reading (43, 44). This
pathway has been identified as one prominent locus of the
visual deficit associated with developmental dyslexia (62, 63).
The association between reading disability and poor visual
magnocellular function raises the possibility that failure to
visually process print correctly contributes directly to reading
difficulties (43, 44). Conversely, high magnocellular sensitivity
may be associated with better reading skills. Our data provide
support for these hypotheses; we found that measures of
normal children’s orthographic skill covaried with their co-
herent motion threshold. At least three mechanisms can be
proposed to account for this relationship. First, magnocellular
input to the dorsal visual stream is considered to be important
for encoding information about the spatial position of objects
(64, 65). Thus, magnocellular sensitivity may inf luence repre-
sentations of the spatial position of letters with respect to one
another. Children who are good motion detectors are less
likely to mistake anagrams for real words in a word anagram
(e.g., ‘‘ocean’’ vs. ‘‘oaecn’’) decision task (43). Second, mag-
nocellular function seems to inf luence selective attention in
visual search (61, 66, 67), which has been found to be impaired
in both dyslexic children (68) and adults (61). Third, ortho-
graphic information has been suggested to play an important
role in programming saccadic eye movements during reading
(69). The magnocellular pathway provides the main visual
input to neural structures important for eye movement control
(for review see ref. 38). Poor fixation stability or poor eye
movement control therefore would be expected to degrade the
orthographic information that is available in the parafovea
immediately preceding a saccade.

It has been suggested that visual magnocellular processing also
affects nonword reading skill, a sensitive measure of phonolog-
ical ability (20, 39, 41–43). Cestnick and Coltheart (45) suggested
that magnocellular visual processing would affect nonword
reading more than exception words because the former might
need to be read letter by letter because there is no top-down
information about where the letters should be localized. Al-
though we found that motion sensitivity did correlate with
nonword reading to a similar degree as that found in previous
studies (21, 45–47) (Table 2), we argue that the magnocellular
contribution to exception word reading should be the stronger
because these words cannot be read by phonological processes
alone, i.e., extra visual information is needed to solve the
orthographic irregularity presented by exception words. The
relationships between deficient phonological skill and poor
magnocellular visual processing in dyslexic adults that have been
found (70, 71) therefore may result from the severity of their
reading deficit.

Like the relationship between dynamic visual processing and
orthographic skill, we found that auditory sensitivity to 2-Hz FM,
which requires tracking dynamic changes in frequency, was a
significant predictor of children’s phonological decoding skills.
However, this relationship did not hold as strongly for detection

of 240-Hz FM, which is probably detected by a separate auditory
mechanism. At 2-Hz FM, subjects can track the changes in the
pitch of the sound in real time, and detection is likely to be
mediated by temporally sensitive mechanisms, probably at a
cortical level. However, the perception of 240-Hz FM probably
depends on spectral cues because the side bands in the modu-
lation spectrum fall outside the bandwidth of the peripheral
auditory filters (72, 73). Subjects hear a tone at the pitch of the
modulating frequency (a component not present in the physical
spectrum).

Highly accurate processing of temporal change by the
auditory system is therefore likely to be important for suc-
cessful development of phonological skills. Segmentation of
words into their constituent phonemes is required to match
them with their written representations for grapheme-to-
phoneme translation. Thus phonological analysis draws on
auditory representations of the sounds that each letter stands
for. These phonetic contrasts are signaled by changes in sound
frequency and amplitude, which are processed by the auditory
system. Because the 2-Hz and 240-Hz FM tests were admin-
istered identically, this finding suggests that detection of the
slower modulations in speech are necessary for speech per-
ception and therefore for the development of phonological
skill. These results are consistent with other findings that
showed that poor readers have a developmental delay in
acquiring sensitivity to the rhythm in speech (74) and that the
effects of speech perception on reading are likely to be
mediated by phonological awareness (75).

Impaired processing of FM in sound has been demonstrated
in some other neurological conditions associated with impair-
ments of receptive language (76, 77) and in dyslexia (ref. 21, cf.
ref. 78). Although there is no such clearly identifiable subsystem
of auditory magnocells as that seen in the visual system, there are
magno-like divisions of each of the auditory relay nuclei (79).
These neurons are especially important for processing the fre-
quency and amplitude changes that signal phonetic contrasts
(80). Moreover, as for the visual system, we have shown that
good readers have high auditory sensitivity, as indexed by FM
(21). This correlation between auditory sensitivity and literacy
skills across the whole range of reading abilities suggests that
auditory processing could constrain the development of the
phonological skills required for successful literacy development.
Thus these data suggest that dynamic visual and auditory
sensitivity are likely to play an important role in the development
of the fine-grained orthographic and phonological representa-
tions necessary for successful reading. Although these correla-
tions do not prove a causal relationship between these variables,
together these results provide direct evidence for a link between
basic temporal sensory processing and lexical decoding skills in
normal readers

Conclusions
Our results can be summarized as follows. Measures of auditory
and visual temporal sensitivity were well correlated with mea-
sures of phonological and orthographic skill, respectively, in our
sample of unselected 10-year-old readers. These relationships
were clarified by removing the effects of intelligence and read-
ing; then auditory FM sensitivity at 2 Hz but not at 240 Hz
strongly predicted phonological ability but not orthographic
skill, whereas visual motion sensitivity predicted orthographic
skill but not phonological ability. Although these correlations do
not prove a causal relationship, it seems likely that low-level
visual and auditory function play important and independent
roles in determining children’s ability to learn to read. These
effects are likely to be indirect, mediated by constraining the
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phonological and orthographic processing engaged during lexi-
cal access.

Our results therefore provide support for Tallal’s hypothesis
(19, 20) that poor phonological processing skills can result from
deficient neurological processing of rapidly presented or rapidly
changing acoustic stimuli. However, selective deficits for lower
FM rates in dyslexic readers (21) coupled with the current
finding of substantial covariance between the phonological skill

of normal readers and 2-Hz FM suggests that the temporal
changes within a stimulus may be the crucial parameter.
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